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Abstract—1/O bandwidth is a critical resource in an HPC
cluster. As with all shared resources, its availability is impacted
significantly by the users and the applications they execute.
Without proper restrictions, jobs consuming more prominent
portions of the I/O bandwidth can severely affect other jobs by
notably prolonging their runtime. In such a context, applications
that perform asynchronous 1I/O bring unique properties that
allow for the reduction of such effects. That is, by limiting
the bandwidth to the required one to perform the I/O in the
background of the compute phases, I/O bursts can be flattened
without significantly prolonging the application time, if at all.
Hence, the bandwidth consumption of such applications is limited
to what they need, sparing much of the system bandwidth to other
applications. At the same time, these applications achieve higher
parallel efficiency due to the overlapping of different resources
(e.g., compute and I/0O). This paper shows these aspects and
demonstrates our approach to finding the required bandwidth
for applications that use asynchronous I/0. Moreover, we apply
it automatically using an MPI implementation of a bandwidth
limitation approach at the application level. We validate our
approach with several experiments on a large production cluster
and show the impact of our approach on the application behavior
and its importance for the system throughput.

Index Terms—Bandwidth limitation, asynchronous 1/0, I/O
requirements, MPI-IO, requirement engineering
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I. INTRODUCTION

Typical high-performance computing (HPC) applications
represent simulations of large scientific problems executed
on massive clusters with vast resources. Since 1993, the
TOPS500 list [1] ranks the top clusters twice yearly according
to the resources. As HPC applications usually run on several
nodes, the message passing interface (MPI) has been widely
adopted in the parallel programming domain. While more
computing resources (typically user-exclusive) are great for
boosting computational performance, other shared resources,
like Input/Output (I/O) performance, are often overlooked.
Recent terms, such as the storage wall [2], try to quantify the
I/O performance bottleneck from the application scalability
perspective. Even though recent studies have shown exascale
systems will provide a far greater increase in computational
speed than I/O bandwidth [3], the distribution of the latter
resource often remains at the mercy of the users.

In this context, performance degradation and I/O contention
are often encountered as different jobs compete for shared
resources as I/O [4], [5]. Several studies have been conducted
to understand and characterize the I/O behavior of HPC
applications [6]-[8]. Typical HPC applications are composed
of alternating I/O and computational phases. The I/O phases
tend to be periodic, with dominating write I/O operations
(e.g., checkpointing) occurring in bursts synchronously across
several processes [2]. Due to this behavior, I/O bursts are
quite common in HPC [9]-[11]. In particular, I/O bursts refer
to the phenomena when an enormous amount of I/O traffic
is transferred in a short period of time [12]. Recent studies
also discovered spatial I/O burst, which can occur due to
unequal distribution of I/O workload across the compute nodes
or the adjacent mapping of jobs with high I/O bursts [12].
Moreover, besides its burstiness and periodicity, dominant I/O
behavior tends to be repetitive as applications are executed
several times on HPC clusters [13]. Since resources like I/O
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are shared between users, a single simulation that extensively
consumes I/O bandwidth can severely impact the runtime of
other applications that are trying to access the shared parallel
file system (PFS) [14]. This cross-application interference can
impact I/O performance significantly, leading, for example, to
a more than 200 times difference between identical workloads
depending on the time when they were executed [15], [16]. For
performance-degraded applications, this leads to prolonged
execution times due to the lack of fairness. To control shared
resource distribution among users, quality of service (QoS)
is needed, which has a long research history [5], [17]-[22].
While approaches like external token-bucket mechanisms for
bandwidth I/O control [21] or token bucket filter implemented
in the Lustre file system’s network request scheduler [22]
can prevent a single application from consuming the entire
I/O bandwidth, there are missed optimizations potentials,
especially for applications that use asynchronous I/O.

Asynchronous I/O in HPC holds huge potential for im-
proved parallel efficiency by utilizing different components
of the system at the same time. Still, systematic studies of the
benefits and limitations of asynchronous I/O for applications
are missing [23]. In contrast to synchronous I/O, asynchronous
I/O can hide partially, if not completely, the I/O phases behind
the computational or communications phases. Thus, different
application phases can overlap by utilizing different system
components (e.g., storage devices and CPUs), achieving higher
throughput and decreasing the time the application spends on
I/0 solely.

In this paper, we exploit applications that use asynchronous
MPI-IO to (1) spare the I/O bandwidth of the system as much
as possible while (2) increasing the parallel efficiency of these
kinds of applications (i.e., utilizing different system compo-
nents simultaneously). To realize this, our approach combines
two aspects that are often handled separately. The first part
of our approach examines the asynchronous I/O behavior of
an application to determine the bandwidth required to execute
these I/O operations in the background of the compute phases.
The second part of our approach limits the application’s
bandwidth to the found value through an extended MPICH
version. This way, applications with asynchronous MPI-IO
only use as much bandwidth as needed to execute the I/O
operation unnoticed, ideally with unchanged runtimes, while
sparing the shared I/O bandwidth of the system for other
applications (e.g., synchronous I/O applications), which have
less flexibility regarding their I/O consumption. Thus, this
paper contributes by:

o Presenting an approach that finds for an application
with asynchronous MPI-IO the bandwidth requirements
through the open-source library TMIO' (Tracing MPI-
I0) with a very low overhead. Furthermore, the library
provides insight into the asynchronous I/O performance
(i.e., hidden and visible 1/0O).

« Extending the MPICH MPI implementation’ with the

Thttps://github.com/tuda-parallel/TMIO/
Zhttps://github.com/jfmunoz00/MPICH-IOBandwidth- Limitation
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ability to limit the bandwidth of asynchronous MPI-IO
operations. We provide means to control the consumed
bandwidth at the user-level.

o Combining the previous points to execute I/O behind
the scenes seamlessly. Both approaches are stand-alone
open-source tools that are publicly available. No code
modifications are required; the library is preloaded, while
the other is just a modified MPI version.

« Demonstrating the applicability of our approach based on
examples executed on an HPC cluster in production.

This paper is structured as follows: We provide a moti-
vation for our work in Sec. II followed by an overview of
asynchronous MPI-10 in Sec. III. While Sec. IV shows how to
find the required bandwidth of an application, Sec. V describes
the extensions to MPICH and how we limit the bandwidth at
the user level. We provide the experimental results in Sec. VI.
Finally, after looking into the state-of-the-art in Sec. VII, we
provide our future work and the conclusion in Sec. VIIIL

II. MOTIVATION

To improve the user experience for interactive data ex-
ploration, the consistency of I/O performance is essential to
avoid over-stressing the storage system and unexpected job
termination [24]. Many applications spend 15-40% of their
execution time performing I/O, with a good probability that
this value even further increases in the future [5], [25]-[28].
Considering this fact, and that numerous applications have
bursty I/O behaviour [9]-[11], [28], I/O contention and perfor-
mance degradation [29], [30] as well as mechanism to avoid
them [4], [S], [17], [25] popular research topics. While several
sophisticated QoS approaches [5], [17]-[22], for example from
the application side [31] or using burst buffers [32] try to solve
these problems, they often miss the optimization potentials a
specific kind of I/O offers, namely asynchronous I/O. When
an application uses synchronous I/O, the I/O requests are done
after or before the computational phases. The time needed to
perform the I/O request will directly contribute to the total
application time. Thus, the higher the I/O bandwidth, the
faster the application will be executed, justifying the need for
the highest possible bandwidth. In contrast, an asynchronous
application overlaps I/O with computational phases. Ideally,
the I/O bandwidth required has a maximum limit equivalent
to the computational time. This allows applications that use
asynchronous I/O to flatten the I/O burst to some degree, up
to the required bandwidth, without affecting their runtime sig-
nificantly, if at all. Furthermore, as I/O threads can compete for
resources with the compute threads [33], prioritizing compute
threads can yield performance gains for asynchronous I/O as
we demonstrate later. These two aspects are often overlooked
in HPC, as the system is usually not concerned with the type
(async/sync) of I/O but instead tries to respond as fast as
possible to the stream of I/O requests. On the other hand,
application developers that utilize asynchronous I/O in their
code often assume that the overlap with the computational
phases will be good enough, regardless of the configuration.
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Closer to the original idea of performing asynchronous /O
in the background of the other phases, and without wasting
computational resources on waiting or checking request com-
pletion and I/O bandwidth on too fast executions, we propose a
solution that does not need any code modifications. Our library
automatically limits the bandwidth consumption of applica-
tions that use asynchronous I/O to what is needed, flattening
the I/O burst and sparing the bandwidth for other applications
whose runtime directly depends on this resource. This way, the
asynchronous I/O of these applications is performed behind the
scenes with a lower impact on the shared resource and ideally
without prolonging their execution times.

Our approach does not seek to compete with QoS ap-
proaches. Generally, QoS cannot be perfectly achieved from
an application-centric view. On the contrary, bandwidth lim-
itation from such a perspective can slow down the cluster’s
performance since contention is more likely to happen as
the affected application performs I/O for a longer duration.
A global view is required to utilize the system’s bandwidth
completely optimally. Yet, there might be cases where limiting
the bandwidth of applications with asynchronous I/O only
during contention can increase the system’s performance. An
example of this is shown in Figure 1, which has been simulated
using ElastiSim [34]. Aligning with most settings of the
Lichtenberg cluster (i.e., 500 nodes, 96 cores per node, and a
PFS speed of 120 GB/s), we executed eight jobs mimicking
HACC-IO (explained later in Sec. VI-B) with different node
configurations (16, 32, or 96 nodes). Only job 4 performs asyn-
chronous I/0, while the others execute their I/O synchronously.
The top part of Figure 2 shows the bandwidth distribution for
unrestricted access (i.e., fair bandwidth distribution according
to the number of nodes). In contrast, the bottom part shows
the case where the bandwidth of job 4 is limited according to
our methodology during contention only. As Figures 1 and 2
show, almost all jobs profited from the spared bandwidth.

This paper aims to provide an approach that identifies

Without Limit

RUNNing jobs ®none Mo Y1 M2 M3 M4 W5 W W7

o 50 100 150 00 250 00
Time (s)

o s0 100 150 200 250 300
Time (s)

Fig. 1. Example showing that limiting the bandwidth of an application with
asynchronous I/O allows other applications to utilize the spared bandwidth.
The top part shows the runtime of the jobs in case there are no restrictions
(fair bandwidth distribution according to the number of nodes). In contrast,
the lower part shows the results in case job 4, the only job with asynchronous
1/0, is slowed down to, at most, the required bandwidth during contention.
Note that due to contention, the runtime of this job slightly increases.
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Fig. 2. Bandwidth distribution for the two cases shown in Figure 1.

the application’s required bandwidth and demonstrates how
it can be limited. We provide a user-level approach for
broader support. This metric can be considered by the I/O
scheduler to dynamically schedule I/O accesses to reduce the
contention. As the example in Figure 1 showed, other decision
mechanisms like a job scheduler could also profit from our
approach. This allows such mechanisms to exploit the benefits
that asynchronous I/O offers to the application and the system.

III. ASYNCHRONOUS MPI-10

Asynchronous I/O is gaining significant importance as it
can hide some or all of the costs associated with I/O by
overlapping communication and computation operations with
I/O operations [35]. Several ways exist to realize asynchronous
I/O (see Sec. VII). In this paper, we focus on the MPI imple-
mentation. While a single synchronous I/O call will not return
until the I/O operation is complete (e.g., MPI_File_write),
an asynchronous I/O call (e.g., MPI_File_iwrite) initiates an
I/O operation but does not wait for it to complete. The MPI
standard demands matching pairs for non-blocking opera-
tions. That is, a separate request complete call (MPI_Wait,
MPI_Test, or any of their variants) is needed to complete
the I/O request [36, Ch. 14.2]. Ideally, the asynchronous
I/O operation would be executed in the background of the
compute phase unnoticed. Thus, to utilize the full potential of
asynchronous I/0O, an asynchronous I/O operation should finish
before it reaches the request-complete call, avoiding wasting
resources on waiting for the I/O operation to finish. Asyn-
chronous I/O happens entirely in the background, overlapping
the computational phase if this is achieved. If the I/O operation
takes longer, the advantage of asynchronous I/O is somehow
diminished. This is where our developed methodology aims
to contribute by providing a metric called required bandwidth
(B), which quantifies the I/O requirements of the application to
avoid the second —undesired— scenario. On the other hand,
the metric that quantifies the real I/O behavior (i.e., bytes
transferred per second) is referred to as throughput (I'). Both
will be explained in detail in Sec. IV-A.
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According to the MPI standard [36, Ch. 14.6], for asyn-
chronous data operations, access can occur between the call
to the asynchronous data access routine and the return from
the corresponding request complete routine. To gain more
control of the asynchronous I/0, we implemented our runtime
in a modified MPICH version that spawns a thread for I/O.
This was necessary for our bandwidth-limiting approach, as
explained later in Sec. V. Moreover, it brings the advantage
of computing the throughput for asynchronous I/O operations
more accurately. The thread can easily find this value by
monitoring the transferred bytes and the elapsed time of
the I/O operation. This removes the need for less accurate
methods, like frequent calls to MPI_Test, though it can still
be used if needed. Thus, for this paper, the throughput results
are obtained based on the data and timing of the I/O thread.

IV. ASYNCHRONOUS I/O REQUIREMENTS

I/O bandwidth is one of the most valuable resources in
HPC systems. Traditionally, approaches focus on the 1/O
behavior of an application, like throughput change over time.
In what follows, we tackle the problem differently: We assess
the bandwidth requirements of HPC applications employing
asynchronous MPI-IO.

A. 1/O requirements at the rank level

As mentioned in Sec. III, we examine two aspects of
asynchronous I/O: (1) the I/O requirements associated with
the required bandwidth and (2) the real I/O behavior quantified
by the throughput. For asynchronous I/O, we define the I/O
requirement as the bandwidth required such that the applica-
tion finishes an asynchronous I/O operation before reaching
the matching blocking operation (e.g., MPI_Wait). This is
illustrated in Figure 3. After the first computational phase
(phase 0), an MPI_Wait operation is called (which returns
immediately), followed by an asynchronous I/O operation,
namely MPI_File_iwrite. An I/O thread is spawned that carries
out the asynchronous I/O operation in the background of the
next computational phase (phase 1). Assuming that the /O
operation is immediately executed once submitted (which is
the case for our implementation), the time consumed to finish
the I/O operation of phase 0 is Atj . However, ideally the
I/O operation finishes at least at the end of the second com-
putational phase, i.e., before the matching MPI_Wait function,
such that no time is wasted waiting for the I/O operation to
finish. For that, the required (or available) time window to
finish the I/O operation is Aty . At can be captured by
intercepting the asynchronous I/O operation (MPI_File_iwrite)

MPI_Wait MPI_ File_iwrite..

|
compute |H H compute‘ H compute W H compute _ N

1/0 %\ 1/0 % 1/0
Ath o Ath Atf 5
Ato,o Ato,l Atog

Fig. 3. Rank 0 performing asynchronous I/O during the computational phases.

and the corresponding blocking one (MPI_Wait). As for each
rank ¢ € [0, n), the number of transferred bytes b; ; is captured
beside the required I/O time window At;;, the required
bandwidth B; ; for phase j € [0,m) is simply:
b
Bi j = o )
5J Ati,j

(D

such that At; ; = te; j— ts; ; with te; ; and ts; ; indicating the
required end and start time of the asynchronous I/O operations,
respectively. Thus, B; ; represent the bandwidth required by
rank i during the j'* 1/O phase (i.e., (j + 1) computational
phase), such that the asynchronous I/O operation is performed
completely in the background. If several requests are submitted
in the same phase, for each request, the bandwidth is calculated
similarly to Eq. (1). To obtain the rank-level metric B; ; again,
either the sum or the average of the individual bandwidths can
be computed. For this paper, we sum the bandwidths of the
individual requests, as this results in higher values for B; ;.

Similarly to B; ; from Eq. (1), by dividing b; ; by the actual
time window Atg) ; of the I/O operation, the throughput T; ;
of rank ¢ for phase j is obtained:

bi
Tij = mo- @)
2]

With our modified MPICH version, we accurately determine
At; ;. Note that, as standard MPI implementations are re-
stricted to the MPI level and are unconcerned with how
asynchronous I/O is realized, the exact value of Atg’ j is hard
to find and depends on the number of tests (e.g., MPI_Test)
performed during the computational phase j + 1. Moreover,
while the required I/0 time windows At; ; stay nearly constant
(in accordance with the compute phase), the actual I/O time
windows At;’ ; can vary significantly as shown in Figure 3, due
to several reasons (e.g., network congestion, slow I/O, and I/O
congestion). Hence, T; ; is strongly affected by 1/O variability.
On the contrary, B; ; is tightly coupled to the duration of the
compute phase, which can also be subjected to variations.

For the case a rank submits multiple requests during a
phase, the I/O phase of the throughput T; ; starts once the
first request is pushed into a throughput monitoring queue
and ends once the last request is completed and the queue
becomes empty. For the required bandwidth B; ;, while the
start time (i.e., ts; ;) is the same (once the first request is
pushed into a bandwidth monitoring queue), the I/O phase
ends (i.e., te; ;) once the first request in the queue reaches the
matching wait operation. While TMIO provides options to set
te; ; after the last request in the queue reaches the matching
wait operation, we opted for the previous case, as it results in
higher bandwidth requirements.

B. Bandwidth limitation using I/O requirements

With the required bandwidth for each rank at hand, the
throughput of each rank can be limited according to B; ;.
This can be realized through different methods, for example,
aggregating B; ; over all involved ranks and calculating an
application-level metric. We developed our methodology by
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limiting the I/O throughput T; ; of each rank separately to the
corresponding required bandwidth B; ; from the last phase.
To be more precise, after finding B; ;, the throughput T; ;¢
of the next phase (i.e., j + 1) is limited to this value. Note
that we still refer to our approach as bandwidth limitation as
it is widely known in the literature, though the throughput is
actually limited by the values of the bandwidth.

Since B; ; is calculated from a previous phase and used
to limit the next one, several limitations can occur. The most
obvious is when the computing phase during the phase j 4 1
differs from the one during the ;" phase. By limiting the
throughput to a too-low value, the I/O of the rank could
force the application to wait until it completes. Looking at
this aspect from the opposite direction, a too-high limit could
result in no benefits, as the I/O operation can be too slow.
However, the latter brings no disadvantages compared to a
standard run, while the first could prolong the application’s
runtime. Hence, a methodology is needed to decide the value
for limiting the throughput of the next phase based on what has
been calculated so far. For that, we developed three strategies:

1) The direct strategy assigns the goal of the next phase
to the obtained value from the last phase (i.e., B; ;)
multiplied by a tolerance factor (tol).

2) The up-only strategy only assigns increasing values of
B; ; * tol as the limit for the next phase.

3) The adaptive strategy takes B;; and the difference
between B; ; and B; ;_; multiplied by tolerance values
as the limit for the next phase. Inspired by control theory,
this strategy mimics a PI controller for a softer transition.

Depending on tol, the direct strategy can be very restrictive,
resulting in waiting phases. In contrast, while the up-only
strategy yields less restrictive limits, it decreases the chance
of spending time in waiting phases but often results in less
exploitation of the compute phases by asynchronous I/O.
Thus, the first strategy is the aggressive one with the highest
exploitation chances, while the latter is the safer one. The
third strategy lies between the previous two and is more
balanced. As B;; is computed at the MPI level, several
aspects, like threads competing for resources [33], are ignored.
The tolerance value tries to compensate for these aspects.

C. Application level I/O requirements

Our approach works on a per-rank basis. After an MPI_Wait
or any of its derivatives is reached, each MPI rank sets the limit
according to the used strategy. However, it’s more convenient
to show the results at the application level for visualization.
Furthermore, providing an application-level metric can be eas-
ily interpreted by existing I/O scheduling and QoS approaches,
as mentioned in Sec. II. Hence, in this section, we derive an
application-level metric from the calculated rank-level metrics.
Since a typical HPC application is executed with n MPI ranks,
the required bandwidths B; ; of each rank ¢ € [0,n) during
the phases j € [0,m) are collected. We compute the required
bandwidth B, of the overlapping I/O phases in the r € [0, p)
regions to summarize the individually collected data at a higher
level of abstraction. That is, the regions include segments at

the application-level in which the I/O phases of the different
ranks overlap, and B, is the sum of the required bandwidths
B; ; inside the region across the ranks. Consequently, the
maximum of B, represents the minimal required bandwidth
at the application level such that during the entire execution
of the job, no time is spent waiting for a matching blocking
operation (e.g., MPI_Wait) to finish.

To find the r € [0,p) regions in which the I/O phases
overlap across the ranks, the start ¢s; ; and the end te; ; time
of the collected bandwidths B; ; are examined. We sort these
time values and detect the start time (¢s,.) of each region from
these sorted values. That is, by iterating over the sorted values,
whenever a start time ts; ; or end time te; ; is encountered, a
new region is detected, ¢s,. is assigned, and the bandwidth B; ;
is added to or subtracted from the current sum to find B,.. This
implies that only the start time of the regions ¢s, is needed,
as the end time of the regions is implicit (i.e., just before the
next region starts or all data was handled). Consequently:

B, :{ Z Bi,j ‘ ts, € [t5i7j7t6i,j)}

i€[0,n) 3)

j€lo,m)
This calculation is done offline in the plotting script (for
this paper) or optionally online if the appropriate flags are
provided to TMIO. The example in Figure 4 demonstrates
this approach. Three ranks performed asynchronous I/O and
their required bandwidths By o, B0, and Bs o were captured.
In this example, all required bandwidths belong to the same
phase 0. However, this is not always the case unless collective
operations are used. Five regions were identified as shown by
the circled number at the top of Figure 4. The points in the
lower part of the figure indicate the time (x-axis) when B,
was calculated and the value (y-axis) it attained. Once B, is
found, the value is held until the next region starts. As all data
has been processed at teq o, no further region is added.

For simplicity, we refer to B, as B in what follows.
The application level T' is similarly calculated from T; ;.
As the limiting strategies scale the values of each B; ;, we
calculate By in the same way as B, however, with these
scaled values. Hence, By, is the limit applied at the application

Bandwidth @ @ @ @@
G | -
_ 7 ZZZ_ Bio
\EEE 5. .
B,
By,o+B2,0+Bi o
Bo,o+B2,0
Bo,o
Time

55,75 %5 N
o <o Lo 0 20 %o

Fig. 4. Finding B, in the r € [0, 5) regions. The top part of the figure shows
the required bandwidths of the first three ranks versus time, while the lower
part shows how B, is calculated.
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level (depending on the strategy and tolerance), while B is the
lowest limit needed. To sum up, the symbols stand for:

e B: Short for B,, which is the required bandwidth of the
overlapping I/O phases from different ranks in the r €
[0, p) regions (see Figure 4).

e Bp: The bandwidth limit at the application level. While
its calculation is similar to B,., it uses scaled values for
each B; ;, depending on the strategy and tolerance used.

e B, j: The required bandwidths of each rank ¢ € [0,n)
during the phase j € [0,m) (see Eq. (1)).

The application and rank level throughputs 7" and T; ; are
defined similarly to B and B;; by replacing the term re-
quired bandwidth with throughput, respectively. Note that the
application-level metrics B, By, and T are calculated for
illustration purposes, as the limit is applied on the rank level.

D. Overhead of the tracing library

The tracing library TMIO has three roles: (1) trace the
throughput 7; ; and bandwidth B; ;, (2) calculate the limits
based on the strategies and pass them to the extended MPI
version (see Sec. V), and (3) aggregate the collected data and
write them out to a file. The first two points contribute to the
overhead peri-runtime, while the last point results in overhead
post-runtime. In all our experimental runs in Sec. VI, both
types contributed to less than 9% of the total runtime. Fig-
ure 5 presents the runtime information about HACC-IO from
Sec. VI-B. As observed, the overhead contributes only slightly
to the total runtime of the application. This becomes even
clearer when the runtime distribution in Figure 6 is considered.
The figure also distinguishes between the overhead during
(peri-) runtime and after (post-) the application run. Note that
overhead post-runtime is calculated during MPI_Finalize. As
observed in Figure 6, the peri-runtime overhead is negligible
and lies below 0.1%. In contrast, the overhead post-runtime
increases with the number of ranks due to the increased
communication effort. However, this overhead is present since
we want to visualize the results. Hence, this overhead can also
be discarded if the collected metrics are not saved. Note that,
aside from writing the data out, the library can also send the
data via TCP (via ZeroMQ [37]) to avoid creating a file.

As shown in Figure 6, the application seems to become
more compute-intensive as the percentage of visible I/O (syn-
chronous I/O and asynchronous I/O during the waiting calls)

J —e—Total
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s 1M: —+— Overhead
o 0.8M_
© 0.6M
1= |
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Fig. 5. Runtime variation of HACC-IO up till 9216 MPI ranks.
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decreases. However, this is only true for the case without limit
(run 1), as the majority of I/O in case the throughput is limited
(run 0) is done behind the scenes as shown later in Sec. VI-B.

E. Implementation

Using the LD_PRELOAD mechanism, we can link the
library TMIO easily to an executable. Thus, we can extract the
requirements easily without modifying the application code.
Specific MPI calls are intercepted using the PMPI interface
to extract metrics like the start time and bytes transferred
during the MPI-IO operations. Moreover, the request complete
calls like MPI_Wait and its derivatives are also intercepted to
determine the length of the available time window. As we want
to provide the I/O requirements of HPC applications to other
bandwidth-limiting approaches, we decided not to implement
it as a part of the extended MPICH version used in this paper
(see Sec. V). Note that linking the library by including its
headers is also possible to control the flushing of the data
further. However, we avoid this opinion in this paper.

V. MPI EXTENSION FOR BANDWIDTH LIMITATION

One of the contributions of this paper is to feature I/O band-
width limitations for individual applications without modifying
them. Therefore, we have limited the scope to considering
only applications that rely on the MPI framework for their
I/O operations. However, the main ideas behind this imple-
mentation can be easily applied to other I/O frameworks. We
used MPICH, which is a widely used MPI implementation.
MPICH relies on the ROMIO implementation for the MPI-IO
subset. One of ROMIO’s best features is to provide a flexible
architecture that allows easy integration of new I/O drivers
and file systems. This is achieved through a modular design
that separates the I/O driver and file system layers from the
rest of the code. Those inner layers are accessed through their
interface called ADIO. ADIO (Advanced I/0O) is a collection
of library functions in ROMIO that provide an optimized I/O
interface for parallel applications.

Ultimately, the ROMIO modular architecture comes in
handy for our purposes. The separation between the MPI-I/O
interface calls and the ADIO inner calls offers a neat opportu-
nity to implement bandwidth limitations for synchronous and
asynchronous I/O operations. This was done as follows: First,
all MPI-IO calls have been modified to intercept ADIO calls
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related to synchronous/asynchronous read/write operations.
Second, a server/client scheme redirects all read/write ADIO
calls to a new thread that performs all these operations.
The thread and all the client/server-related tools (like mutex
and conditions) are created using the inner facilities of the
MPICH framework. This makes the implementation platform
independent. Third, the I/O thread implements all read/write
operations synchronously. Despite this, from the application’s
point of view, an asynchronous I/O operation is carried out
as this realization permits overlapping the compute and 1/O
phases. Fourth, we created a new MPI generalized request
object to notify the end of an asynchronous operation. This
object is returned when the I/O call ends so the program can
perform a wait operation. The I/O thread will notify the end of
the I/O operation through this MPI generalized request object.

MPI generalized request is a mechanism in the MPI li-
brary that enables the implementation of custom asynchronous
operations. It allows users to create non-blocking commu-
nication and I/O operations that are not supported by the
standard MPI operations. To create a generalized request,
the MPI_Grequest_start function is used. This call returns
an MPI_Request object that tracks the progress of the non-
blocking operation. The function MPI_Grequest_complete no-
tifies the end of the operation through the MPI_Request object.
As mentioned, the I/O thread limits the bandwidth of the I/O
operations. It performs the following operations:

1) The request is divided into several sub-requests of prede-
fined size. If the request is smaller than that value, then
it’s just executed.

2) For every sub-request, the thread calculates the time
required to perform it. This is done using the value of the
required bandwidth limit and the size of the sub-request
being read or written. That is: At; ; = f‘ -4

3) The thread performs each sub-request as a blocking
operation. Once done, the thread compares the actual ex-
ecution time with the required time calculated previously.
There are two scenarios:

e Case A: If the execution time is shorter than the
required time, the thread will sleep until completing
the required time.

e Case B: If the execution time is longer than the
required time, the thread will accumulate the difference
and use it to reduce the sleeping time.

Two steps are required to leverage the application with these
features: (1) the application has to use the modified version of
the MPICH framework (once compiled and installed). (2) the
application executable has to be linked to the intercepting
library TMIO using the LD_PRELOAD mechanism. Thus, the
application’s code is not modified, but the application needs
to be recompiled to use the modified MPI framework.

VI. EXPERIMENTAL RESULTS

In this section, we demonstrate our methodology on an
HPC cluster in production mode using two use cases: (1) the
WaComM++ CFD kernel and (2) the HACC-IO benchmark,

which are described below. All experiments were executed on
the Lichtenberg cluster, where the typical node has 96 cores,
and the access mode is user-exclusive. The shared file system
(IBM Spectrum Scale) has a peak performance of 106 GB/s
for writes and 120 GB/s for reads.

A. WaComM++

WaComM++ (Water Community Model) is a pollutant
transport and diffusion model that operates over the model
outputs. It uses a Lagrangian model to simulate marine
pollutants’ transport and diffusion processes. WaComM++ is
a component of the Environment Application workflow that
produces operational weather and marine forecasts and/or on-
demand ad-hoc environmental simulations for scenarios and
what-if analysis [38]. It is characterized by a parallelization
schema based on hierarchical and heterogeneous computation
and has been designed with hierarchical parallelism in mind.
Nevertheless, some requirements have been strongly driven by
the transport and diffusion Lagrangian model, such as the need
for data exchange using standard and well-known formats. For
each time interval to simulate (i.e., one hour), the total number
of particles is distributed between the available processors in
an MPI-distributed memory fashion. Each processor distributes
its duty between the available threads leveraging OpenMP. In
the original version of WaComM++, rank O reads particle
information at the start of the application and writes the
results in several files at the end of the application. In some
cases, a new read operation is executed after every hour of
simulation to include new particles in the model. We modified
WaComM++ to write the particles asynchronously in every
simulation iteration. The last write I/O operations are still
synchronous, as there is no opportunity to overlap I/O with
the computational phase. We selected 2 * 10° particles and 50
iterations for all following experiments.

Figure 7 shows the time distribution of WaComM++ for an
increasing number of MPI ranks (from 24 to 6144 ranks). We
executed six runs (as indicated on the x-axis), such that each
two runs had the same settings: runs 0 and 1 with the direct
strategy and tol = 2, runs 2 and 3 with the up-only strategy and
tol = 1.1, and runs 4 and 5 without bandwidth limitation. As
illustrated, several I/O bursts occur, which pollute the filesys-
tem with unnecessary short accesses. As observed, the runs
with our bandwidth-limiting approach achieve higher parallel
efficiency by performing asynchronous I/O (write) during the
computational phases. For all runs, the time spent during the
asynchronous I/O matching wait calls was negligible, except
for the run with 384 ranks, where this value reached 1.9%
during run 3. Moreover, the async write exploit, which shows
the percentage from the runtime where asynchronous I/O
operations were performed in the background of computational
or communicational operations, is higher in the experiments
with our limiting approaches. Typically, the runs with the
direct strategy would reach higher exploitation values than
those with the up-only strategy. However, due to different
tolerance values between the strategies, the direct strategy
(runs 0 and 1) reaches, in most cases, lower exploitation
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Fig. 7. Application time distribution of WaComM++ with the direct strategy (runs O and 1) with a tol = 2, with the up-only strategy (runs 2 and 3) with a
tol = 1.1, and without bandwidth limitation (runs 4 and 5).

values than the up-only strategy (runs 2 and 3). Moreover, one
can see that this exploitation is decreasing with an increasing
number of ranks, up to 3072 ranks, where the values start to
increase again. Note that we aggregated the collected rank-
level metrics to calculate the values in Figure 7. For example,
for the asynchronous write exploit time, we aggregated the
difference between At; ; and At ; for positive values over
all ranks ¢ and phases j. Time (s)
Figure 8 shows the experiment with 96 ranks and no
bandwidth limitation, corresponding to run 1. In contrast,
Figure 9 shows the result of our bandwidth limiting approach
with the up-only strategy (run 5). Even with the most over-
estimating method, the throughput is limited to a significantly
lower value. Moreover, as observed, the throughput 7' of the
next phase reaches the specified limit By, from the previous
phase. Note that, as the approach is implemented on the Time (s)
rank level, the notion of phases implies the asynchronous I/O
requests handled at the matching wait operations. The vertical )
. s . . Fig. 9. WaComM++ with 96 ranks and the up-only strategy. As the top part
purple lines show when the limit is applied for the first time. shows, T" follows the values of By, from the previous phases. By, in the top
As mentioned in Sec. IV-B, the bandwidth limit is modified is calculated from B shown in the lower part of the figure. In every phase,
according to the strategy used. That is, By, presents a usually 7 ends before B, indicating no blocking I/O.
scaled value of B, the aggregated sum of the individual
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Fig. 10. WaComM++ with 9216 ranks. The result of using the up-only strategy
Fig. 8. WaComM++ with 96 ranks without bandwidth limit. (top) and no bandwidth limit (bottom) are shown.
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nodes) are shown in Figure 10. The top part of the figure
presents the results with the up-only strategy, while the bottom
shows the results without the bandwidth-limiting approach.
For the first case, the exploitation reaches 57% in contrast to
the 3.9% obtained with the latter (i.e., without the approach).
Moreover, while both cases result in nearly no waiting times
(i.e., a disadvantage for the application), the first case results
in a small speedup (=~ 11.6%) to 113.4s from 126.6s. Note
that the bandwidth limit is applied on the rank level based on
the values captured from the previous iteration (see Sec. IV-B).
Out of the 50 iterations for this example, each rank applies
this limit for the first time at the start of the asynchronous I/O
operations during the second iteration. The vertical purple line
in the Figures 9 and 10 indicates the instance when the limit
is applied for the first time by the fastest rank that reaches and
executes the I/O operation during the second iteration.

B. HACC-IO

Next, we demonstrate our approach based on HACC-
IO [39], which mimics an I/O phase of HACC (Hybrid/Hard-
ware Accelerated Cosmology Code) [40]. From an abstract
view, HACC-IO fills arrays of different types with the current
index of a for loop, which iterates over the number of particles.
Next, a header (containing metadata information such as the
number of particles) and the arrays are written to a file.
Finally, the file’s contents are read again and compared against
the values of the variables still in memory. We classified
the portions of the application into four blocks in the same
order as described above: compute, write, read, and verify.
Moreover, we added a for loop around these blocks to execute
them several times. The vanilla version of HACC-IO supports
different settings for I/O. We used MPI-IO to write using
an individual file pointer to distinct files, which is more
challenging than collective I/O. Moreover, the header I/O
operations are done synchronously.

HACC-IO uses non-collective blocking I/O routines with
explicit offset (MPI_File_write_at and MPI_File_read_at),
which we replaced with matching non-collective non-blocking
I/O routines (MPI_File_iwrite_at and MPI_File_iread_at).
Moreover, we adjusted the code such that the read/write occurs
asynchronously to the compute/verify blocks as shown in
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Fig. 12. The modified HACC-IO benchmark.

Figure 12. To avoid data races between the read and write
blocks, we used wait blocks (MPI_Wait) at the end of the
compute and verify blocks. Moreover, to make the data from
one compute block available to the verify block of the same
phase, we create a copy of the data using memcpy. This block
is located at the end of the verify block, just before the wait
block. Finally, we added global broadcast operations during
the compute and verify phases for more variability.

Figure 11 shows the time distribution of HACC-IO with 10
loops and 10° particles per rank. Runs 0 and 1 are executed
with the direct strategy, 2 and 3 with the up-only strategy, 4 and
5 with the adaptive strategy, and 6 and 7 without bandwidth
limit. All bandwidth-limiting strategies use tol = 1.1. As
observed, while the exploitation of the compute phases by
the asynchronous write operations increases for all bandwidth-
limiting approaches, it decreases when no limiting approach is
used. Yet, as Figure 5 shows, the applications’ runtime doesn’t
significantly change between the different runs. Since the
required bandwidth for this application increases (from nearly
0.7 GB/s to 58 GB/s) with an increasing number of processes
(from 1 to 9216 ranks), and the length of the phases increases
at the same time (from 0.6 s to 105s), a higher number of ranks
is more favorable, as it provides I/O scheduling mechanisms
with more flexibility regarding regulating the bandwidth for
the applications with asynchronous I/O.

In Figure 13, the results of four experiments with 9216
ranks are shown. From top to bottom, the strategies direct
(run 1), up-only (run 3), and adaptive (run 4) are used.
The bottom figure doesn’t use the limiting approach (run 7).
As observed, nearly no waiting time at all occurs. While
all bandwidth-limiting approaches achieve good exploitation
of the compute phase (see Figure 11), the up-only strategy
achieves lower values as higher limits are set compared to the

Async read lost M Async write lost M Async read exploit M Async write exploit M Compute (I/0 free)
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Application time distribution of HACC-IO with the direct strategy (runs O and 1), up-only strategy (runs 2 and 3), adaptive strategy (runs 4 and 5),

and without bandwidth limitation (runs 6 and 7). All strategies use the same tolerance value (tol = 1.1).
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Fig. 13. HACC-IO with 9216 ranks. From top to bottom, the figures show
the results for the strategies direct, up-only, and adaptive, respectively. The
bottom one is without bandwidth limitation. The vertical purple lines indicate
when the limit is applied for the first time by the fastest rank.

other two strategies. Compared to the result without bandwidth
limitation, not only have we reduced the I/O burst significantly,
but we also exploited the compute phases effectively. Yet, as
can be seen in Figure 5 (App time) or in Figure 14 (e.g., with
1536 ranks), the limit applied with, for example, the direct
strategy is not reached due to I/O variations like congestion
or slow I/O resulting in short waiting times, which prolonged
the runtime slightly. This is depicted by the throughput 7T,
which is outside the green region B. To alleviate such cases,
a global view and coordination of the I/O system is needed to
ensure the application can either attain the required bandwidth
or that all bytes in the phase are transferred in time. As
our library provides the required bandwidth alongside other
metrics (length of the phase per rank or transferred bytes), we
plan to develop such solutions in the future. Furthermore, for
asynchronous I/O, the application performance can increase
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Fig. 14. HACC-IO with 1536 ranks and the direct strategy.

at the expense of I/O throughput, as we have observed in this
work. This is possible due to less competition for resources at
the beginning of the phases, as other works also observed [33].
We plan to examine this in the future. Also, we plan to im-
prove the strategies for estimating the bandwidth requirements.
Depending on the strategy (see Sec. IV-B), B; ; is scaled and
used to limit 73 j41, which helps in dealing with changing
behavior. Nevertheless, this can be further improved by using,
for example, a most frequently used table of accesses.

VII. RELATED WORK

There are several ways to perform asynchronous I/0. Two
well-known standard implementations on Linux machines are
the POSIX asynchronous I/O (POSIX-AIO) [41] and the ker-
nel native asynchronous I/O (kernel-AIO) [42]. POSIX-AIO
delegates synchronous I/O operations to a pool of threads [43].
In Linux, POSIX-AIO is provided in the user space by
glibc [44]. The kernel-AIO provides an implementation at the
kernel level with a set of system calls (io_setup, io_submit,
etc. [44]). These system calls are independent of the set
of typical synchronous system calls [43] and come with a
set of features like the ability to reorder or combine the
individual requests of a batched I/O to optimize the disk
activity [42]. Moreover, as the kernel-AIO uses asynchronous
queue-based system requests [45], it can prevent oversat-
urating the system (e.g., compared with POSIX-AIO with
threads). Still, there are some limitations associated with
the O_DIRECT flag and file systems support [43], [46]. A
recently added alternative to Linux 5.1 that promises better
performance is io_uring [46], which uses ring buffers shared
between the user and kernel space. However, reliability and
compatibility need more investigation as it almost rebuilds the
traditional asynchronous I/O stack and the asynchronous I/O
interfaces of applications [47]. MPI-IO implementations, such
as ROMIO [48], use POSIX-AIO to realize asynchronous I/O.
POSIX-AIO makes background progress typically by spawn-
ing a thread. Moreover, ROMIO uses extended generalized
MPI requests [49] to query the state of pending asynchronous
I/O operations without spawning a new thread. Spawning a
thread once an asynchronous I/O routine is called to ensure the
operations are executed asynchronously is nothing new [50].
Our approach, however, uses this thread to additional limit
the bandwidth. Still, there are several challenges associated
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with asynchronous I/0O. For example, asynchronous I/O can
cause resource contention (CPU, memory bandwidth, network
bandwidth, etc.), as background I/O threads can compete with
application threads for resources [33]. As our approach is im-
planted on the MPI level, this low-level information cannot be
captured precisely. While this depends on the implementation,
we aim to address this with future work.

Recent work in HPC has also focused on improving asyn-
chronous I/0 further by deploying user-level threads that
support non-data operations [35], [51]. Additionally, high-level
libraries, such as ADIOS [52], [53], provide asynchronous /O
support using staging nodes, and file systems like LWFS [54]
offer asynchronous I/O support at the file-system level. The
VOL connector [35], for instance, provides asynchronous
I/O support for HDF5. Other approaches provide routines
to convert I/O system calls into asynchronous calls [55].
Compared to these works, our approach does not focus on
improving asynchronous I/O, but rather the parallel efficiency
of the application through utilizing different system resources
simultaneously. Moreover, we do not focus on implementing
asynchronous I/0, as we rely on ROMIO, which handles
this using MPI generalized requests. Our approach requires
no code modification; our library is simply preloaded, and
the application is compiled and launched with our modified
MPICH version. As several tools often rely on MPI-10, they
can implicitly benefit from our library, aligning with our future
goals, which we plan to investigate.

A typical pattern with asynchronous I/O is to submit the
request as early as possible and check the request status later
[35]. several studies focused on overlapping asynchronous I/O
with other phases [50], [56], but only at small scale. Other
tools [57] use a burst buffer file system and move the data
to the PFS asynchronously or propose I/O libraries that take
advantage of the modern hierarchical storage systems [58],
[59]. Compared to these works, our approach does not rely on
additional hardware in the I/O stack.

I/O bursts can lead to severe I/O inefficiency [9]-[12]. Sev-
eral works have been devoted to reduce I/O contention through
QoS approaches [5], [17]-[22], [25], [60], redesigning the /O
stack using caching approaches [29], using burst buffers [32],
[61], proposing I/O bandwidth-sharing strategies [62], or in-
troduce QoS from the application side [31]. Compared to these
solutions, We do not provide a QoS approach as it is difficult
to achieve from a single application perspective. Rather, our
approach restricts the maximal bandwidth consumption of the
application to what is needed to execute the asynchronous
I/O unnoticed, sparing the bandwidth of the system to other
applications that demand more bandwidth. Additionally, QoS
approaches can still be combined with ours, as our limitation
only applies to the case where the current bandwidth is
higher than what is needed. Moreover, the required bandwidth
could also be forwarded to these approaches, which is the
intention behind providing a standalone library. Furthermore,
while our limitation strategies target a single application, our
methodology could be integrated into approaches that strive to
balance I/0 globally [62], enabling such strategies to exploit

the spared bandwidth.

The quest to understand, predict, and optimize I/O per-
formance in HPC systems has been pursued by numerous
researchers [8], [63]-[66]. In this context, monitoring software
offers means to profile applications to analyze and understand
I/O performance and identify bottlenecks and optimization
potentials. The HPC domain is rich with I/O monitoring soft-
ware like TAU [67], Darshan [68], recorder [69], Score-P [70],
Scalasca [71], and many more. While several of these tools
are not limited to I/O only, tools like Darshan have specialized
in /O (POSIX I/0O, MPI-IO, etc.). Compared to other work,
our objective is not to provide a tracing or profiling tool.
Rather, we capture asynchronous 1/O data online to calculate
the required bandwidth. This is done by examining individual
requests using the PMPI interface of a single application. This
paper described how TMIO captures several metrics associated
with asynchronous I/O and applies bandwidth-limiting strate-
gies using a modified MPICH version. Yet, the library also
supports online and offline synchronous I/O tracing. Targeting
synchronous I/O behavior, the tool has been recently used
together with FTIO (frequency techniques for I/O) to predict
online or detect offline the I/O phases of an application [72].

Several studies focused on modeling and predict I/O perfor-
mance in HPC [8], [63]-[66], [73], [74]. However, none fo-
cused on asynchronous I/O in their models. While a recent ap-
proach builds performance models based on past iterations of
an application [23], it focuses on high-level libraries (HDF5)
and only estimates the cost associated with asynchronous I/O.
Our approach not only finds the throughput and required
bandwidth, but it can also limit the throughput to the required
bandwidth, as demonstrated. Note that the captured data can be
aggregated over the ranks to produce application-level metrics
(e.g., total bandwidth) online or offline through flags.

VIII. CONCLUSION

This paper presented an approach to identify the I/O require-
ments of HPC applications that use asynchronous I/O. With
the requirements at hand, our approach automatically limits the
bandwidth at the user level, reducing I/O bursts and potential
I/O congestion in the system while increasing the parallel
efficiency of the application. This higher resource utilization is
achieved while minimally, if at all, impacting the application
runtime. We proposed different strategies that, depending on
the risks they take (i.e., the tolerance value), can achieve
higher or lower exploitation of the compute phases through
asynchronous I/O. Future work will include integrating the
setup with a system supporting malleability to even further
enhance resource utilization, applying sophisticated strategies
for calculating the bandwidth limits, and proposing a similar
definition for synchronous I/O in the presence of burst buffers.

As mentioned in the introduction (see Sec. I), TMIO and the
modified version of MPICH are publicly available on GitHub.
The repository® describes how to reproduce the results and
experiments from this paper. Furthermore, the data sets from
the experiments are publicly available [75].

3https://github.com/tuda- parallel/ TMIO/tree/main/artifacts/cluster24
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